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Abstract

Deep neural networks are inherently opaque and challenging to interpret.

Unlike hand-crafted feature-based models, we struggle to comprehend the con-

cepts learned and how they interact within these models. This understand-

ing is crucial not only for debugging purposes but also for ensuring fairness in

ethical decision-making. In our study, we conduct a post-hoc functional inter-

pretability analysis of pretrained speech models using the probing framework

[1]. Specifically, we analyze utterance-level representations of speech models

trained for various tasks such as speaker recognition and dialect identification.

We conduct layer and neuron-wise analyses, probing for speaker, language, and

channel properties. Our study aims to answer the following questions: i) what

information is captured within the representations? ii) how is it represented and

distributed? and iii) can we identify a minimal subset of the network that pos-

sesses this information? Our results reveal several novel findings, including: i)

channel and gender information are distributed across the network, ii) the infor-

mation is redundantly available in neurons with respect to a task, iii) complex

properties such as dialectal information are encoded only in the task-oriented

pretrained network, iv) and is localised in the upper layers, v) we can extract
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a minimal subset of neurons encoding the pre-defined property, vi) salient neu-

rons are sometimes shared between properties, vii) our analysis highlights the

presence of biases (for example gender) in the network. Our cross-architectural

comparison indicates that: i) the pretrained models capture speaker-invariant

information, and ii) CNN models are competitive with Transformer models in

encoding various understudied properties.

Keywords: Speech, Neuron-level Analysis, Interpretibility,

Diagnostic Classifier, AI explainability, End-to-End Architecture

1. Introduction

Deep Neural Networks (DNNs) have constantly pushed the state-of-the-art

in all arenas of Artificial Intelligence including Natural Language Processing

(NLP) [2] and Computer Vision (CV) [3]. Impressive strides have also been

made in speech technologies, for example, Automatic Speech Recognition (ASR)5

[4, 5, 6, 7, 8, 9], Pretrained Speech Transformers [10, 11, 12, 13], Dialect, Lan-

guage and Speaker Identification [14, 15, 16, 17, 18, 19, 20] models. While

deep neural networks provide a simple and elegant end-to-end framework with

a flexible training mechanism, the output models are inherently black-box. In

contrast to traditional models, they lack an explanation of what knowledge is10

captured within the learned representations, and how it is used by the model

during prediction. The opaqueness of deep neural models hinders practition-

ers from understanding their internal mechanics, which is crucial not only for

debugging but also for ethical decision-making and fairness in these systems

[21, 22]. These internal mechanics include metrics that are often as important15

as the models’ performance. As a result, a plethora of research has been con-

ducted to investigate how deep neural models encode auxiliary knowledge in

their learned representations through classifiers [23, 24, 25, 26], visualizations

[27, 28], ablation studies [29, 30], and unsupervised methods [31, 32, 33].

In this paper, we focus our efforts on studying pretrained speech models. It20

is challenging to understand and interpret the outputs of speech models, mainly
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due to the variable lengths of the input signals and the complex hierarchical

structures that exist at different time scales.2 Furthermore, environmental fac-

tors such as channel information (e.g., signal recording and transmission quality

of speech) and speaker information (voice identity, gender, age, and language)25

can influence the characteristics of the input signal; and make it more challeng-

ing to comprehend the models’ decisions. Speaker recognition (SR) systems, for

instance, involve the processing of personal data,3 and are highly susceptible

to biases [34]. Therefore, it is essential to study and interpret other factors

that could influence the model’s decision, such as gender, race, accent, and the30

characteristics of the microphone used. While some prior research has focused

on interpreting the representations in speech models [35, 36, 37, 38, 39, 40], no

fine-grained neuron-level analysis has been carried out.

A prominent framework for probing in the NLP domain is the Probing Classi-

fiers [25], which has been extensively used to analyze representations at the level35

of individual layers [36, 37, 38, 39], attention heads [41], and a more fine-grained

neuron level [23, 42, 43]. These studies reveal interesting findings, such as how

different linguistic properties, such as morphology and syntax, are captured in

different parts of the network, and how certain properties are more localized

or distributed than others. Furthermore, the Probing Classifiers framework has40

been applied to the analysis of individual neurons, enabling a more compre-

hensive understanding of the network [44, 45, 46, 23, 42, 43, 47]. It also holds

significant potential for various applications, including system manipulation [30]

and model distillation [48, 49].

We use probing classifiers to conduct a post-hoc functional interpretation.45

Our analysis includes a layer-wise and fine-grained neuron-level examination of

the pretrained speech models, specifically focusing on: i) speaker information

2For instance, syllables are made up of phonemes that temporally extend over a few millisec-

onds. These syllables are then grouped into higher orders such as words, intonational/prosodic

phrases, and sentences, which range from a few hundred milliseconds to seconds.
3carrying information that identifies an individual, e.g., speaker’s identity or ethnic origin

from his/her voice
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such as gender and voice identity, ii) language and its dialectal variants, and iii)

channel information, using utterance-level representation. Our study is guided

by the following research questions: i) does the end-to-end speech model capture50

different properties (e.g. gender, channel, or speaker information)? ii) where in

the network is it represented, and how localized or distributed is it?

We follow a simple methodology: i) extract the representations (of speech

utterances) from our studied pretrained model; ii) train an auxiliary classifier

towards predicting the studied properties; iii) the accuracy of the classifier serves55

as a proxy to the quality of the learned representation with respect to that

property. We train classifiers using different layers to carry out our layer-wise

analysis and do a fine-grained analysis by probing for neurons that capture these

properties.

We investigate four pretrained end-to-end architectures: two Convolutional60

Neural Networks (CNN) architectures trained for the tasks of i) speaker recog-

nition and ii) dialect identification , as well as two Transformer architectures

trained to iii) reconstruct the masked signal .4 We chose these architec-

tures because they have demonstrated state-of-the-art performance in various

speech tasks. Additionally, comparing CNNs to the recently emerged Trans-65

former architecture provides interesting cross-architectural analysis. Our probes

are trained to capture the following extrinsic properties of interest: i) gen-

der classification , ii) speaker verification , iii) language identification ,

iv) dialect , and v) channel classification . Our cross-architectural analysis

shows that:70

• Minimal Neuron Subset: Simple properties, such as gender, can be en-

coded with minimal neuron activation (approximately 1-5%).5 Complex

4Please refer to [50] for information on pre-training speech representations using masked

reconstruction loss.
5We consider gender as a simple property due to its high modeling performance, with ac-

curacy exceeding 90% [51]. This performance is achieved using well-established distinguishing

features such as intonation, speech rate, duration, and pitch, among others, with classical
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properties such as regional dialect identification6 or voice identification

requires a larger subset of neurons to achieve optimal accuracy.

• Task-specific Redundancy: Gender and channel information are redun-75

dantly observed in both layer and neuron analyses. These phenomena are

distributed across the network and can be captured redundantly with a

small number of neurons from any part of the network. Similar redun-

dancy is also observed in encoding language properties.

• Localized vs Distributive: The salient neurons are localized in the final lay-80

ers of the pretrained models, indicating that the deeper layers of the net-

work are more informative and capture more abstract information. This

observation was true for both simple and complex tasks.

• Robustness: Most of the understudied pretrained models learn speaker-

invariant information.85

• Polysemous Neurons: Neurons are multivariate in nature and shared

among properties. For example, some neurons were found to be salient

for both voice identity and gender properties.

• Bias: We were able to highlight neurons responsible for sensitive informa-

tion (e.g., gender). This can be potentially useful to mitigate representa-90

tion bias in the models.

• Pretrained Models for Transfer learning: Pretrained convolutional neural

networks (CNNs) can provide comparable, or even superior, performance

compared to speech transformers. These CNNs are commonly used as

feature extractors or for fine-tuning in downstream tasks. In line with the95

findings of [52], our results highlight the potential of utilizing large pre-

trained CNNs as effective alternatives to pretrained speech transformers.

rule-based/machine learning techniques
6Discriminating between fine-grained acoustic differences in dialects of the same language

family with shared phonetic and morphological inventory poses a significant challenge. The

model’s ability to do so directly affects its performance, as highlighted by [37].
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To the best of our knowledge, our study represents the first attempt at conduct-

ing a large-scale analysis of neurons. While other contemporary works, such as

[53, 37, 39, 54, 35, 38, 55] have largely focused on layer-wise analysis, our work100

goes beyond and delves into a more fine-grained, neuron-level analysis. This

microscopic view of speech representation opens up potential applications, in-

cluding neuron manipulation and network pruning, among others, which can

greatly benefit from our findings.

2. Related Work105

The rise of deep Neural Networks has seen a subsequent rise in interpretabil-

ity studies, due to the black-box nature of these models. One of the commonly

used interpretation technique is the probing-tasks or the diagnostic-classifiers

framework [25]. This approach has been used to probe for different linguis-

tic properties captured within the network. For example researchers probed110

for: i) morphology using attention weights [41], or recurrent neural network

(RNN)/transformer representations [56, 57, 58], in neural machine translation

(NMT) [25, 26] and language models (LM) neurons [23, 59], ii) anaphora [60],

iii) lexical semantics with LM and NMT states [25, 26], and iv) word presence

[61], subject-verb-agreement [62], relative islands [63], number agreement [64],115

semantic roles [65], syntactic information [57, 62, 66, 63, 67] among others using

hidden states. Detailed comprehensive surveys are presented in [68, 69].

In the arena of speech modeling, a handful of properties have been exam-

ined, namely: i) utterance length, word presence, and homonym disambiguation

using audio-visual RNN states [70]; ii) phonemes and other phonetic features120

using CNN activation in end-to-end speech recognition, [71, 72, 73] using activa-

tions in the feed-forward network of the acoustic model, [74] using RNNs; along

with iii) formants and other prosodic features examined in the CNNs trained

from raw speech [35]; iv) gender [71, 39, 37]; v) speaker information [39, 37],

style, and accent [36] using network activations; vi) channel [39, 37] using acti-125

vations; vii) fluency, pronunciation, and other audio features from transformers
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[38]; viii) word properties, phonetic information using several self-supervised

model layers [55]; ix) frame classification, segment classification, fundamental

frequency tracking, and duration prediction using the autoregressive predictive

coding (APC) approach [54]; and x) linguistic information from emotion recog-130

nition transformer models [75]. Apart from classification, other methods for

finding associations include:

• Computing correlations or similarities: e.g. with other acoustic features

[76], or similarity between representations learned by different models [53]

• Regression: e.g. sentence length with encoder neurons in NeuralMT [47]135

• Clustering: e.g. word class using A/V CNN embeddings [31]

• Detecting change point of activation: e.g. using RNN gates for finding

phoneme boundaries [77]

• Visualisation: e.g. in deep CNN models by sampling image patches [44,

78, 79] or by generating images [45] that maximize the activation of each140

individual neuron among others

Building upon the research conducted in [23, 37], our approach leverages

proxy classifiers to gain valuable insights into the encoded information within

pretrained deep learning networks. However, our approach differs from theirs in

that we have analyzed various types of pretrained models, incorporating differ-145

ent objective functions and architectures. In addition to analyzing the dialectal

model, ADI, as utilized in [37], we have further explored a speaker recogni-

tion model with a similar architecture. Furthermore, our research represents

the pioneering effort in exploring pretrained speech models through fine-grained

neuron-level analysis.150

Diverging from the approaches taken in [39, 37], our study focuses on ana-

lyzing individual or groups of neurons that effectively encode specific properties.

Taking inspiration from [23], which probed neurons learning linguistic proper-

ties in deep language models, our research represents the first attempt to closely

examine the neurons within pretrained speech networks that capture speaker,155

language, and channel properties.
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3. Methodology

Our methodology is based on the probing framework called the Diagnostic

Classifiers. We extract activations from the pretrained neural network model

M and use these as static features to train a classifier P towards the task of160

predicting a certain property. The underlying assumption is that if the classifier

P successfully predicts the property, the representations implicitly encode this

information. We extract the representations from the individual layers for our

layer-wise analysis (Section 3.1) and the entire network for the neuron-analysis

(Section 3.2).165

Neuron Analysis. We use the LCA method [23] to generate a neuron ranking

with respect to the property of interest. The classifier is trained by minimizing

the following loss function:

L(θ) = −
∑
i

logPθ(tui
|ui) (1)

where Pθ(tui
|ui) = exp(θl·zi)∑

l′
exp(θl′ ·zi)

is the probability that utterance ui is classified

as property tui
. The weights θ ∈ RD×|T | are learned with gradient descent. Here170

D is the dimensionality of the vector representations zi (of the utterance ui)

and |T | is the number of properties the classifier is predicting. Given the trained

weights, θ (θ ∈ RD×|T |), of the classifier P, we want to extract a ranking of the D

neurons in the modelM. For the property t ∈ T , we sort the weights θt ∈ RD by

their absolute values in descending order. Hence, the neuron with the highest175

corresponding absolute weight in θt appears at the top of our ranking. We

consider the top n neurons (for the individual property under consideration)

that cumulatively contribute to some percentage of the total weight mass as

salient neurons. The complete process is illustrated in Figure 1.

The methodology employed in this study serves two overarching objectives:180

first, to analyze speech models in order to gain insights into the specific proper-

ties encoded within the networks, and second, to assess the degree of localiza-

tion or distribution of these properties across different layers of the network. In
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Figure 1: Experimental pipeline of the study: In Figure 1(a), the process of converting frame-

level representation, denoted as R̈l, to utterance-level representation, denoted as Rl, using

average/statistical polling is depicted. Figure 1(b) illustrates the proxy classifier, Figures 1(c)

and 1(d) demonstrate the utilization of trained weights from the proxy classifier for ranking

the neurons in the pipeline.

particular, we investigate the presence of three key properties: i) speaker infor-

mation, such as gender and voice identity; ii) language information, including185

language and dialect identification; iii) and transmission channel information.

9



3.1. Utterance-level Representation

For a given temporal ordered feature sequence input, with F number of

frames and D feature dimension (D × F ), we first extract the latent frame

(R̈l) or utterance-level (Rl) speech representation from the layers (l) of the190

pretrained neural network model M. Since our goal is to study utterance level

representation Rl for a layer l, we aggregate the frame-level representations by

passing it through a statistical/average pooling function (ϕ[l]), Rl = ϕ[l](R̈l).

For the entire network representation, we concatenate7 the layers (l) to obtain

ALL = Rl1 +Rl2 + . . .+RlL , where L represents the total number of layers.195

3.2. Proxy Classifier

Given a dataset of N utterances U = {u1, u2, ..., uN} with a corresponding

set of annotation classes C = {c1, c2, ..., cC}, we map each utterance ui, in the

data to the latent utterance-level representations using pretrained model M.

We use a simple logistic regression model (P) trained by minimising the cross200

entropy loss H. The accuracy of the trained classifier serves as a proxy to

indicate that the model representations have learned the underlying property.

Neuron Analysis. We use the weights of the trained classifier to measure the

importance of neurons with respect to the understudied property. Because neu-

rons are multi-variate in nature, we additionally use elastic-net regularization205

[80]:

L(θ) = Hθ + λ1 ‖θ‖1 + λ2 ‖θ‖22 (2)

where θ represents the learned weights in the classifier and λ1 ‖θ‖1 and λ2 ‖θ‖22
correspond to L1 and L2 regularization respectively. The combination of L1

and L2 regularization creates a balance between selecting very focused localised

features (L1) vs distributed neurons (L2) shared among many properties.210

7When training the classifier, we form a large vector of N features (N : hidden dimensions

× number of layers) by concatenating the layers.
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Algorithm 1: Top Neuron Ranking

Function TopNeurons(θ, p):

θtop,c ←− [][] . To store top neurons per class-label

foreach class, c ∈ C do

tm←−
∑N
n=1 |θcn| . total mass

θs ←− sort(θc) . sorted list by weight

θcm ←− cumulativeSum(θs)

θtop,c ←− θcm < p ∗ tm . top neurons per class with threshold p

end

θtop ←−
⋃C
c=1 θtop,c . top neurons for all the classes

return θtop

3.3. Selecting Salient Neurons

Our goal is to determine the relative importance of intermediate neurons in

relation to specific task properties. To achieve this, we rank the neurons based

on their significance for each class label c. Using the trained proxy classifier

P, we first arrange the absolute weight values of the neurons |θcn| in descending215

order, and then calculate the cumulative weight vector (as illustrated in Figure

1c-d). The total mass is defined by the sum of the weight vector, and each

element n indicates the portion of the weight mass covered by the first n neurons.

Subsequently, we select the top p% of neurons, corresponding to the cumulative

weights that constitute a certain percentage of the total mass. To find the220

salient neurons for each class, we initialize with a small percentage (p = 0.1%)

of the total mass. Then, the percentage is iteratively increased, while adding

the newly discovered important neurons (salient neurons← TopNeurons(θ,p) \

salient neurons) to the list ordered by importance towards the task [59]. The

algorithm terminates when the salient neurons achieve accuracy close to the225

Oracle (i.e., accuracy using the entire network) within a predefined threshold.

Further details can be found in Section 3.3.2. Finally, we combine all the selected

class-wise neurons to determine the overall top neurons of the network (see

Algorithm 1 for specifics).
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3.3.1. Efficacy of the Ranking230

We evaluate the effectiveness of neuron ranking for encoded information

using ablation. More specifically, we select the top/bottom/random 20% of

neurons, while masking-out,8 the remaining from the ranked list as prescribed

in [23]. Next, we re-evaluated the test set using the previously trained proxy

classifier.235

3.3.2. Minimal Neuron Set

To obtain a minimal neuron set for the proxy task, we iteratively gather an

array of top N% of neurons and re-train the proxy classifier with the selected

neurons only. We repeat this method9 until we converge to Oracle performance

(Accuracy) i.e. with the model trained with all the neurons (‘ALL’) of the240

network. We use a threshold of δ = 1.0 as our convergence criteria i.e. the

number of neurons sufficiently capture a property if retraining classifier, using

them, results in only 1% loss in accuracy. We select the neuron set with the

highest accuracy close to [Acc(ALL)± δ].

3.4. Control tasks245

Using probing classifiers for analysis presents a potential pitfall: determin-

ing whether the accuracy of the probe reflects the properties learned in the

representation or merely indicates the classifier’s capacity to memorize the task

[81, 82, 83]. To ensure that the probe’s performance accurately reflects the

quality of the representation in terms of encoded information, we conducted250

two control tasks. First, we evaluated the performance of the extracted embed-

ding by training the classifier with randomly initialized features. Second, we

assessed the probe’s ability to memorize random class label assignments using

a selectivity criterion [81].

The control task for our probing classifiers is defined by mapping each ut-255

terance type ui to a randomly sampled behavior C(ui) from a set of numbers

8We assigned zero to the activation of the masked neurons.
9Using the top 1, 5, 10, 15, 20, 25, 50 and 75 % neurons.
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1...T , where T is the size of the tag set to be predicted in the property of inter-

est. The assignment is done in such a way that the original class distribution is

maintained in the train-set. We compute the probing accuracy of the task and

the control task. The selectivity is computed by subtracting the performance260

of the probe with control labels from the reported proxy task performance,

Sela = Acc(ALL) − AccR(ALL), where R indicates the dataset with control

labels. For more details, please refer to [81].

3.5. Redundancy

We conduct redundancy analysis on the results based on the concept of265

redundancy as described in [84]. To determine redundancy, we utilize the per-

formance of a classifier as an indicator of task-specific knowledge learned by a

layer or group of neurons. If two layers of the model achieve similar performance

close to the oracle (within a certain threshold), we consider them redundant with

respect to a downstream task. The oracle refers to the skyline performance of270

the model when the entire model is used for task prediction.

Similarly, we identify subsets of neurons as redundant with respect to a

downstream task if they serve the same purpose in terms of feature-based trans-

fer learning, meaning they can be used to train a classifier for a downstream

task with similar performance close to the oracle (within a certain threshold).275

This redundancy arises due to over-parameterization and other training choices

that encourage different parts of the models to learn similar information.

4. Experimental Setup

4.1. Pretrained Models

We experimented with a temporal Convolutional Neural Network (CNN)280

trained with two different objective functions and two Transformer architectures

(refer to Sections 4.1.1 and 4.1.2). The choice of architectures is motivated by

the effectiveness of CNNs in modelling different speech phenomena, as well as

the increasing popularity and state-of-the-art performance of Transformers in

speech and language modeling.285

13



Figure 2: Architecture of the pretrained models. Figure 2a presents the CNN and Figure 2b

presents the transformer architecture. FC - fully-connected layer, CNN - convolution layer.

4.1.1. CNN

The CNN models, as illustrated in Figure 2a, comprise four temporal CNN

layers followed by two feed-forward layers10. These models are specifically op-

timized for two tasks: i) Arabic dialect identification (ADI ) and ii) speaker

recognition (SR). Dialectal Arabic is used in 22 countries, with over 20 mutually290

incomprehensible dialects and a shared phonetic and morphological inventory,

making Arabic Dialect Identification particularly challenging when compared to

other dialect identification tasks [85]. The model is trained using the Arabic Di-

alect Identification 17 (ADI17) dataset [86, 87]. We conducted experiments on

speaker recognition task using English (SRE). We adapted the approach from295

[88] and trained the model using the Voxceleb1 development set, which includes

data from 1211 speakers and approximately 147K utterances.

4.1.2. Transformer

We included two transformer-encoder architectures11 using Mockingjay [11],

of which we tried two variations differing in the number of encoder layers (3 or300

12 – see Figure 2b). We refer to the former as base (STbase) and the latter as

10Refer to Appendix A.1 for detailed model parameters.
11See Appendix A.2 for detailed model parameters.
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large (STlarge) models. The base model (STbase) is trained using Mel features

as the reconstruction target, whereas for the large model (STlarge) we use a

linear-scale spectrogram as the reconstruction target. The models were trained

using the LibriSpeech corpus:train-clean-360.12305

4.2. Proxy Tasks

We conducted experiments in our study using the following proxy tasks:

i) Gender Classification, ii) Speaker Verification, iii) Language Identification,

iv) Regional Dialect Classification, and v) Channel Classification. Below, we

provide brief details related to each of these tasks.310

T1 - Gender Classification (GC)

For the gender classification task, we trained proxy classifiers using the

VoxCeleb1-test [17] (English) dataset, which includes videos of celebrities from

different ethnicities, accents, professions, and ages. We used gender-balanced

train and test sets with no overlapping speakers. The detailed label distribution315

for the task is shown in Figure 3(a).

T2 - Speaker Verification (SV)

We conducted two experiments for the speaker verification task, focusing on

two aspects. Firstly, we investigated the presence of voice identity information

in different layers of the network. Secondly, we aimed to identify the minimum320

subset of neurons that could effectively encode voice identity. For the first

experiment, we performed a “generic speaker verification” task using pairs of

input signals, where we verified if two utterances are from the same or different

speaker. For each input signal pair, we extracted length-normalized embeddings

from individual layers of the network, as well as their combination (referred to325

as “ALL”). Subsequently, we computed the cosine similarity between the pairs

to analyze the results.

12https://www.openslr.org/resources/12/train-clean-360.tar.gz
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Figure 3: Train and Test Data distribution for proxy classification tasks. Figure 3(a) shows

data distribution for GC – Gender Classification (Task1). Figure 3(b) SV – Speaker Verifi-

cation (Task2): the blue bar represents the positive (from the same speaker) label and the

orange is the negative label (from different speaker pairs). #Spk represents the total number

of speakers in each class label (+/−) for English EN, Russian RU, and Chinese ZH data.

Figure 3(c) LID – Language Identification (Task3); Figure 3(d): DID – Regional Dialect Iden-

tification (Task4); and Figure 3(e): CC – Channel Classification (Task5). For Figure 3(a,

c-e), the x-axis indicates the class labels whereas the y-axis of each bar chart represents the

frequency of the corresponding class.

In the second experiment, we conducted a neuron-level analysis by training

a proxy classifier for speaker recognition using embeddings from layers of pre-

trained models. We employed an algorithm detailed in Section 3.3.2 to select330
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the minimal neurons, which were then used to test our verification pairs. The

proxy speaker recognition model was trained on the VoxCeleb2 -test set [89],

which consists of 118 speakers, 4, 911 videos, and 36, 237 utterances.

In our speaker verification tasks, we utilized a multi-lingual subset of the

Common Voice dataset [90], as well as the official verification test set (Voxceleb1-335

tst) from VoxCeleb1 13 [17]. The Common Voice corpus is an extensive collec-

tion of over 2, 500 hours of speech data in approximately 39 languages.14 It

was collected and validated through a crowdsourcing approach, making it one

of the largest multilingual datasets available for speech research. The data was

recorded using a website or an iPhone application provided by the Common340

Voice project. For our experiments, we selected three languages: English (EN),

Russian (RU), and Chinese (ZH), and used the Voxceleb1-tst dataset along

with a randomly selected subset of Common Voice data, totaling approximately

4 hours.

T3 - Language Identification (LID)345

We developed classifiers to discern between 7 different languages from the

Common Voice dataset for the language identification task. The languages

included in our study are Arabic (AR), English (EN), Spanish (ES), German

(DE), French (FR), Russian (RU), and Chinese (ZH). The distribution of the

datasets for training and testing the classifiers can be seen in Figure 3(c).350

T4 - Regional Dialect Classification (DID)

To train our regional dialect classification model, we utilized the Arabic

ADI-5 dataset [91], which comprises five dialects: Egyptian (EGY), Levantine

(LAV), Gulf (GLF), North African Region (NOR), and Modern Standard Ara-

bic (MSA). The dataset includes satellite cable recordings (SatQ) in the official355

training split, as well as high-quality (HQ) broadcast videos for the development

and test sets. We designed the proxy task using the balanced train set and eval-

13In this case, we used the official verification pairs to evaluate.
14last accessed: April 10, 2020.
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uated the model using the test split. Figure 3(d) provides detailed information

on the class distribution.

T5 - Channel Classification (CC)360

In our study on Channel Classification, we utilized two datasets: ADI-5

[91] and CALLHOME15 [92, 93]. Our multi-class classifier assigns labels to

indicate the input signal quality, which can be Satellite recording (SatQ), high-

quality archived videos (HQ), or Telephony data (TF). To create the SatQ data,

we used the ADI-5 train data, while the HQ data was built using the ADI-5365

development and test sets. For the TF data, we upsampled the CALLHOME

data to a 16kHz sampling rate. We employed a Voice Activity Detector (VAD)

to segment the conversations into speech segments and then randomly selected

segments with a duration exceeding 2.5 seconds. To conduct the proxy task, we

randomly selected balanced samples from each class and divided them into train370

and test sets using a 60-40% split for our experiment. The dataset distribution

is visualized in Figure 3(e).16

4.3. Classifier Settings

We trained logistic regression models with elastic-net regularization, using

the Adam optimizer with a default learning rate, for 20 epochs and a batch size375

of 128. The classifier was trained by minimizing the cross-entropy loss. We used

fixed values for λ∗ (λ∗ = 0 and λ∗ = 1e− 5) in our experiments.17

5. Layer-wise Analysis

In our initial analysis, we focus on the outcomes obtained from training

layer-wise proxy classifiers, aiming to address two key questions: i) does the380

15https://catalog.ldc.upenn.edu/LDC97S45
16A similar pattern is observed when experimenting using just SatQ and HQ labels and

removing the upsampled TF. For brevity we are only presenting the experiments with SatQ,

HQ and TF.
17In our preliminary results, we found no significant difference in neuron distribution be-

tween the λ=0 and λ∗ = 1e− 5.
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end-to-end speech model capture distinct properties, and ii) which specific com-

ponents of the network primarily contribute to learning these properties? To

gain insights, we utilize multiple reference points for observations.

5.1. Majority Baseline, Oracle and Control Tasks

Table 1 presents the results of various tasks. We start by comparing against385

the majority baseline (‘Maj-C’), which predicts the most frequent class in the

training data for all instances in the test data. To assess the presence of knowl-

edge in our network, we train a classifier on the concatenation of all network

layers (‘ALL’).

Our observations show that the classifier trained on the feature vectors gen-390

erated from the network (‘ALL’) outperforms the majority baseline (‘Maj-C’)

significantly, indicating that our network has acquired meaningful knowledge

regarding the understudied properties. To further confirm that our probe is

not simply memorizing, we compare against classifiers trained using random

vectors (‘R.INIT’) and compute selectivity results [81]. Notably, the classi-395

fier trained on random vectors performs similarly or worse than the majority

baseline. The high selectivity numbers (‘Sela’) provide evidence that the rep-

resentations generated by our model truly reflect the acquired properties and

are not just artifacts of memorization. With the effectiveness of our results es-

tablished, we can now conduct a detailed discussion of the individual properties400

and perform a comprehensive layer-wise analysis to gain a deeper understanding

of our findings.

5.2. Encoded Properties

In this section, we present our findings from the layer-wise analysis. We

trained individual classifiers using the feature vectors obtained from each layer405

separately. This approach allows us to conduct a comprehensive examination

of the network on a per-layer basis.
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ADI SRE STbase STlarge

#Neurons 11100 11100 2304 9216

T1: GC — labels# 2

ADI SRE STbase STlarge

Acc (Maj-C) 56.70

Acc (ALL) 98.20 96.79 99.16 98.14

Acc (R.INIT) 68.14 68.14 56.17 56.60

Sela 42.78 67.28 52.83 72.53

ADI SRE STbase STlarge

#Neurons 11100 11100 2304 9216

T3: LID — labels# 7

ADI SRE STbase STlarge

Acc (Maj-C) 14.96

Acc (All) 86.00 76.01 57.35 76.24

Acc (R.INIT) 13.20 13.20 15.58 14.23

Sela 75.69 69.20 41.18 61.76

T4: DID — labels# 5

ADI SRE STbase STlarge

Acc (Maj-C) 23.06

Acc (ALL) 55.63 39.12 36.66 39.22

Acc (R.INIT) 20.24 20.24 16.70 22.45

Sela 36.7 16.89 13.34 19.20

T5:CC — labels# 3

ADI SRE STbase STlarge

Acc (Maj-C) 32.12

Acc (ALL) 93.93 85.51 86.80 96.55

Acc (R.INIT) 26.52 28.54 37.74 37.32

Sela 63.81 77.65 68.17 83.76

Table 1: Reported accuracy (Acc) for the proxy Tasks T1: GC, T3:LID, T4:DID and

T5:CC using majority baseline (Maj-C), Oracle (ALL: with all neurons), random initiali-

sation (R.INIT) of neuron’s weight and selectivity (Sela). — labels# represent the number of

labels in the task. Reported performance are averaged over 5 runs. The standard deviation

for the ALL results are presented in Table A.8.

T1: Gender Classification (GC)

Figure 4 reveals that while the upper layers of the network acquire the most

knowledge regarding gender, other layers also capture sufficient information, in-410

dicating that the property is distributed across the layers. Notably, we observed

that the model trained for the ADI task appears to be more susceptible to gen-

der information compared to models trained for other downstream tasks. We

hypothesize that this could be attributed to representation bias [94], wherein the

ADI model exhibits a bias towards higher-pitched and breathier voices, which415

are predominantly female, because of the substantial gender imbalance and lack

of variability in the training data, with fewer than one-third of speakers be-

ing female. On the other hand, the other pretrained models, such as SRE and

transformers, do not demonstrate this bias.

To further investigate this hypothesis, we trained two dialect identification420
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Figure 4: Reported accuracy, for proxy Task Gender classification T1:GC using intermedi-

ate network layers. Figure 4a presents the layer-wise performance of ADI and SRE models

and Figure 4b presents results for the last 3 layers from a similar ADI architecture, trained

with balanced (Balanced-ADI) and natural (Natural-ADI) distribution of gender labels for

4 dialects. Figure 4c presents the layer-wise accuracy for STbase and STlarge. Reported

performance averaged over 5 runs. Majority baseline (assigning most frequent class): 56.70

accuracy.

models,18 while maintaining (i) the natural distribution of gender data among

dialects,19 and (ii) a balanced distribution. We then probed these models for

gender information using the same approach. Our findings (Figure 4b) reveal

that the upper (task-oriented) layers are less susceptible to gender information

with the balanced-ADI compared to the natural-ADI. This illustrates how data425

imbalance in gender representation can impact the performance of speech mod-

els, as demonstrated in previous studies such as Speaker Recognition models in

18Using the same architecture but with a subset of data from 4 dialects as class labels
19Following the percentage of male-female distribution in the original data classes
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[34]. Our layer- and neuron-wise analyses (Section 6.2) identify specific compo-

nents of the network that exhibit such bias, reflecting the usefulness of our study

for addressing bias in the network, such as imbalanced gender representation or430

other properties. Further exploration in this area is left for future research.

Redundancy: Next, we will illustrate the distribution of redundant infor-

mation in the network. As a reminder, task-specific redundancy, as highlighted

in [84], refers to the parts or features of the network that are redundant with

respect to a downstream task. Our findings reveal that, for the CNN archi-435

tecture, the layers above CNN4 exhibit redundancy in relation to the gender

classification task. In other words, the higher layers do not possess features

that significantly improve performance on this task beyond 1% compared to

the best performing layer. This observation holds true for both SRE and ADI

models.440

T2: Speaker Verification (SV)

We observed that the majority of the models learn speaker-invariant repre-

sentations (T2:SV – see Figure 5), resulting in poor performance in the speaker

verification task. This demonstrates the model’s robustness towards unknown

speakers and its generalization ability. When comparing the performance of the445

networks, we noticed that only the speaker recognition model (SRE) learned

voice identity in the final layers of the network. We also observed a similar

pattern when testing the SRE model on other languages, such as Chinese and

Russian, indicating the domain and language-agnostic capability of the SRE

model (See Figure5).450

T3: Language Identification (LID)

Our findings reveal that language markers are predominantly encoded in

the upper layers of most of the studied models, particularly in the second-to-

last layer (as shown in Figure 6a). The upper layers primarily contain task-

related information, as evidenced in T2:SV and later in T4:DID. Therefore, the455

presence of language information in these layers suggests their significance in
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Figure 5: Reported Equal Error Rate (EER) for proxy Speaker verification, Task T2:SV

using intermediate network layers. Figure 5a presents the layer-wise performance of ADI and

SRE models for EN, ZH and RU languages, the best EER are represented in red color. Figure

5b-c presents the layer-wise EER for STbase and STlarge. For a better visibility, Figure 5c is

divided into two graphs for the reported languages (EN - blue, ZH - orange and RU - grey

curve). EER value, the lower the better.

discriminating between speakers or dialects. Furthermore, our results highlight

that self-supervised models also capture language information as subordinate

information during the encoding of the input signal.
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When comparing architectures, we noticed that the CNN outperformed the460

transformer in capturing language representations (discussed further in detail

in Section 6.3). Additionally, we observed that the ADI model demonstrated

significantly better performance in our probing task, particularly when using

the CNN4 layer. This highlights that the model, which is originally designed to

distinguish between dialects, is also proficient in discriminating languages and465

can be effectively fine-tuned for language identification tasks.

Figure 6: Reported Accuracy for proxy Tasks T3:LID and T4:DID using intermediate net-

work layers. Figure 6a presents the layer-wise performance of all the pretrained models for

the language identification task and Figure 6b presents the layer-wise accuracy for the dialect

identification task. Reported performance averaged over 5 runs. Majority baseline: T3 - 14.96

and T4 - 23.06 accuracy.
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T4: Regional Dialect Identification (DID)

During our investigation of regional dialectal information, we discovered that

most of the networks failed to capture the discriminating properties of dialectal

information, as illustrated in Figure 6b. This reflects the complexity of distin-470

guishing between different dialects. However, we observed that the task-specific

model ADI was able to successfully capture the dialectal variation in the upper

layers (CNN4-FC2) of the network. This suggests that the original pretrained

models do not capture sufficient information for this complex task and that

task-specific supervision is necessary to achieve accurate results, which are then475

preserved in the upper layers of the model.

T5: Channel Classification (CC)

Similar to the gender information task (T1:GC), we observed that channel

information (as shown in Figure 7) is consistently present throughout all layers

of the network. This indicates that the network is capable of generalizing well480

on mixed data that includes varying environments, such as differences in mi-

crophones and data sources (e.g. broadcast TV, YouTube, among others). The

network’s ability to perform consistently across all layers on this task demon-

strates its robustness in handling data with diverse channel characteristics.

5.3. Summary485

Our analysis of the pretrained networks revealed several key findings: i)

channel and gender information are encoded and distributed throughout the

networks at different layers, ii) gender information is redundantly encoded in

both the ADI and SRE pretrained models, iii) the ADI network shows a higher

susceptibility to gender-based representation bias compared to other models,490

iv) all pretrained models, except for SRE, learn speaker-invariant representa-

tions, v) voice identity is only encoded in the upper layers of the SRE model,

vi) language properties are captured in the upper layers of all pretrained mod-

els, vii) pretrained models trained for dialect identification are well-suited for

knowledge transfer in language identification downstream tasks, viii) regional495
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Figure 7: Channel classification layer-wise Accuracy. Reported performance averaged over

5 runs. The dotted lines (Figure 7b) show the trend-line of the graphs. Majority baseline

(assigning most frequent class): 32.12 accuracy.

dialectal information is only captured in the task-specific network (ADI) in the

upper layers of the network (task-layers), unlike language properties.

6. Neuron Analysis

In this section, we conduct a detailed analysis of representations at the

neuron level. The section is divided into two parts: i) evaluating the effectiveness500

of the neuron ranking algorithm, and ii) drawing task-specific and architectural

comparisons based on the identified neurons.

6.1. Efficacy of the Neuron Ranking

First, we evaluate the effectiveness of the neuron selection algorithm by re-

computing the classifier accuracy after masking out 80% of the neurons and505

retaining the top/random/bottom 20% neurons. Please refer to Tables 2 for

results on different tasks (T1,3-5). Our findings reveal that the top neurons
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ADI SRE STbase STlarge

Neurons 20% 20% 20% 20%

T1: GC — labels# 2

ADI SRE STbase STlarge

Acct (Masked) 98.23 97.58 95.43 93.65

Accb (Masked) 53.36 58.65 77.13 55.87

Accr (Masked) 98.06 87.08 95.93 92.64

ADI SRE STbase STlarge

Neurons 20% 20% 20% 20%

T3: LID — labels# 7

ADI SRE STbase STlarge

Acct (Masked) 65.38 64.89 50.45 70.51

Accb (Masked) 16.30 17.26 21.13 17.14

Accr (Masked) 58.83 42.94 48.40 58.84

T4: DID — labels# 5

ADI SRE STbase STlarge

Acct (Masked) 52.75 31.29 23.14 36.21

Accb(Masked) 22.33 23.67 24.21 22.40

Accr (Masked) 34.01 25.78 24.97 29.05

T5:CC — labels# 3

ADI SRE STbase STlarge

Acct (Masked) 88.60 86.48 79.40 88.69

Accb (Masked) 41.00 36.64 49.69 33.14

Accr (Masked) 87.49 75.36 80.28 88.87

Table 2: Reported accuracy (Acc), to indicate neuron ranking and selection algorithm efficacy

for the proxy Tasks T1: GC, T3:LID, T4:DID, and T5:CC using Masked 20% t/b/r neurons.

Acc∗ with t=top, b=bottom and r=random . The rankings are based on the absolute values

of the weights. — labels# represent the number of labels in the task. Reported performances

are averaged over 5 runs.

consistently yield higher accuracy compared to the bottom neurons, demon-

strating the efficacy of the ranking algorithm.

6.2. Minimal Neuron Set510

To analyze individual neurons, we extract a minimal subset of neurons for

each task. We rank neurons using the algorithm described in Section 3.3 with

the goal of achieving comparable performance to the oracle (within a certain

threshold). Table 3 presents the minimal number of neurons extracted for each

task. We discuss the results for different tasks below and also utilize the minimal515

set of neurons for redundancy analysis (Section 3.5). Specifically, we define

task-specific redundancy as follows: i) if the minimal set of neurons achieves at

least 97% of the oracle performance, then the remaining neurons are considered

redundant for this task, ii) if randomly selected N% of neurons also achieve the

same accuracy as the top N% neurons, we consider the information redundant520

for this task.
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T1: GC — labels# 2

ADI SRE STbase STlarge

Acc (ALL) 98.20 96.79 99.16 98.14

Neut 5% 50% 15% 10%

Acct (Re-trained) 98.68 96.54 98.32 98.14

Accr (Re-trained) 94.65 95.28 97.44 87.99

T3: LID — labels# 7

ADI SRE STbase STlarge

Acc (All) 86.00 76.01 57.35 76.24

Neut 20% 10% 75% 50%

Acct (Re-trained) 85.30 78.97 57.45 76.43

Accr (Re-trained) 82.46 70.00 55.68 72.53

T4: DID — labels# 5

ADI SRE STbase STlarge

Acc (ALL) 55.63 39.12 36.66 39.22

Neut 25% 5% 50% 15%

Acct(Re-trained) 55.43 40.82 36.01 38.06

Accr (Re-trained) 50.32 37.52 33.45 31.45

T5:CC — labels# 3

ADI SRE STbase STlarge

Acc (ALL) 93.93 85.51 86.80 96.55

Neut 10% 1% 20% 10%

Acct (Re-trained) 94.56 85.04 86.27 95.71

Accr (Re-trained) 92.82 75.85 84.70 92.49

Table 3: Reported re-trained accuracy (Acc) with minimal neuron set for proxy Tasks

T1,T3,T4 and T5. Acc∗ with t=top, and r=random Neu: neurons. — labels# represent

the number of labels in the task. Reported performances averaged over 5 runs.

T1: Gender Classification (GC)

We have observed that a small set of neurons (5-15%) is sufficient to achieve

accuracy close to the oracle performance (Acc(ALL)) with an accuracy differ-

ence of within 97%. Furthermore, in most of the pretrained models, we have525

observed a small accuracy difference (within a threshold of 5%) between the top

and random subsets. This indicates that the information of gender is redun-

dantly available throughout the network.

In the SRE model, we have observed a drop in probe accuracy when re-

trained with the top 50% neurons, as compared to the masked accuracy and the530

oracle (‘ALL’) accuracy, as shown in Table 2. We speculate that this behavior

is influenced by the nature of the pretrained model and its training objective.

The primary objective of the pretrained SRE model is to discriminate speakers,

where gender recognition is crucial information for such discrimination. There-

fore, the gender classification probe trained with all the neurons of the pretrained535

network outperforms the probe with minimal neurons, indicating that the gen-

der property is not redundant in the SRE model, and the neurons capture some

variant information. This hypothesis is supported by the comparison of the
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cardinality of the minimal neuron set in the SRE model (50% neurons) versus

the other pretrained models (5-15% neurons).540

EER Lb EER(Lb) Neut EERt EERr EERb

EN

ADI FC1 22.27 75% 22.03 22.32 22.50

SRE FC2 6.81 75% 6.96 6.96 7.05

STbase L3 28.12 5% 27.57 31.04 32.43

STlarge L11 32.31 5% 26.64 34.11 39.36

ZH

ADI FC1 13.55 50% 14.37 15.85 14.51

SRE FC2 5.47 50% 6.06 6.56 6.10

STbase L3 13.90 20% 13.78 15.19 20.49

STlarge L11 15.90 5% 15.62 15.06 26.29

RU

ADI FC1 13.47 50% 12.81 14.09 14.66

SRE FC2 4.05 50% 4.59 4.41 4.93

STbase L3 16.63 10% 16.25 16.75 19.29

STlarge L11 16.27 10% 9.09 15.04 24.44

Table 4: Reported equal error rate (EER) for proxy Task T2:SV using fine-grained neuron

analysis. EER∗ with t=top, b=bottom and r=random Neu: neurons. Lb represent the best

layer from the pretrained model with lowest EER. Neut represent percentage of neurons

selected. Reported performance averaged over 5 runs.

T2: Speaker Verification (SV)

In on our layer-wise results, we have observed that the speaker-variant infor-

mation is only present in the last layer of the speaker recognition (SRE) model.

Upon further studying the represented layer (Lb), we have noticed that approx-

imately 75% (EN) of the neurons in the last layer are utilized to represent this545

information, as shown in Table 3.

When comparing top neurons to random neurons in SRE, we found that the

equal error rate (EER) of the random set (6.96) is the same as the EER of the

top set (6.96). However, the minimal representation obtained from the top set

does not outperform the complete FC2 neuron set. This result indicates that550
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all neurons in FC2 are relevant to the tasks.

T3: Language Identification (LID)

In contrast to the pretrained speech transformers, the CNN models require

a small neuron set (10-20% of the total network) to encode the language prop-

erty, as shown in Table 3. Additionally, we observed that approximately 80%555

of neurons are redundant for the language property only in the ADI model.

We hypothesize that this redundancy is due to the nature of the task and the

training objective of the model. Since the core task of ADI is to discriminate

dialects, a small number of pretrained model neurons are sufficient to store the

knowledge related to the language property.560

T4: Regional Dialect Identification (DID)

The layer-level analysis revealed that the ADI model captures dialectal infor-

mation only in the representations learned within its network. This observation

was further confirmed in the neuron analysis. Table 3 demonstrates that using

only 25% of the neurons from the ADI network, the probe achieves a comparable565

accuracy to the ’ALL’ neuron set (Acc(ALL)). However, it’s important to note

that re-training the classifier with a random 25% of neurons did not achieve the

oracle accuracy within the accepted threshold. This suggests that, unlike other

properties, the dialectal information is not redundant in the ADI network.20

T5: Channel Classification (CC)570

We observed that a small percentage (1-20%) of neurons are capable of

representing the property while achieving accuracy comparable to Acc(ALL),

as shown in Table 3. This finding highlights the pervasive nature of the channel

information. Furthermore, our analysis of re-trained top and random accuracy

revealed that a substantial number of neurons are redundant for representing575

channel information in most of the pretrained network.

20A huge drop in performance is also observed when experimented with top vs random

Masked-Accuracy present in Table 2, reconfirming our finding.
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Layers CNN1 CNN2 CNN3 CNN4 FC1 FC2

#Neu/Layers 2000 2000 2000 3000 1500 600

#Neu (total) 11100

Tasks (Neut %) Network: ADI

LID (20) 0 (0.0%) 153 (1.4%) 0.4 (0.0%) 576.6 (5.2%) 1034.2 (9.3%) 455.8 (4.1%)

DID (25) 0 (0.0%) 162.2 (1.5%) 0.2 (0.0%) 776.8 (7.0%) 1264.2 (11.4%) 571.6 (5.1%)

GC (5) 0 (0.0%) 10.6 (0.1%) 1 (0.0%) 74.8 (0.7%) 329.8 (3.0%) 138.8 (1.3%)

CC (10) 0.8 (0.0%) 63.6 (0.6%) 4 (0.0%) 184 (1.7%) 608.8 (5.5%) 248.8 (2.2%)

Tasks (Neut %) Network: SRE

LID (10) 25.8 (0.2%) 104.2 (0.9%) 102 (0.9%) 36.8 (0.3%) 577.2 (5.2%) 264 (2.4%)

DID (5) 28.8 (0.3%) 47.8 (0.4%) 56 (0.5%) 35.8 (0.3%) 382.2 (3.4%) 4.4 (0.0%)

GC (50) 938.2 (8.5%) 948.8 (8.5%) 936.4 (8.4%) 1394.8 (12.6%) 838 (7.5%) 493.8 (4.4%)

CC (1) 0 (0.0%) 0.4 (0.0%) 0 (0.0%) 0.6 (0.0%) 69.4 (0.6%) 40.6 (0.4%)

Table 5: Distribution of top neurons across the ADI and SRE network for each task. Reported

number of neurons averaged over 5 runs.

6.3. Localization vs Distributivity

Now we highlight the parts of the networks that predominantly capture the

top neurons properties. We present the distribution of the top salient (minimal)

neurons across the network in Table 5-7, to study how distributed or localized580

the spread of information is.

T1: Gender Classification (GC)

Tables 5-7 show that the salient neurons (e.g., 5% of ADI network) for the

gender property are predominantly present in the upper layers of the network.

This finding is consistent with our previous analysis of task-specific layer- and585

neuron-level minimal sets, which indicates that the information is redundantly

distributed. It suggests that using a small set of neurons from any part of the

network (as shown in Table 3 Accr) can yield results that are close to using the

entire network.

T2: Speaker Verification (SV)590

We observed from the minimal set analysis of the SRE pretrained model

that a majority of the neurons (approximately 75% in EN) in the last layer
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Network: STbase

Tasks (Neut %) L1 L2 L3

LID (75) 605 (26.3%) 556.6 (24.2%) 566.4 (24.6%)

DID (50) 273.2 (11.9%) 582.4 (25.3%) 296.4 (12.9%)

GC (15) 42.4 (1.8%) 137.2 (6.0%) 165.4 (7.2%)

CC (20) 124.2 (5.4%) 231 (10.0%) 104.8 (4.5%)

Table 6: Distribution of top neurons across the STbase network for each task. Number of

neurons in each layer = 768. Total neurons (‘ALL’) in the network = 2304. The table reports

the number of neurons (#) in each layer which is a member of Neut%. Each cell also reports

the % the selected neurons represents wrt to the ‘ALL’ neurons in the network. Reported

number of neurons averaged over 5 runs.

are needed to represent the information. This indicates that the information

is distributed throughout the last layer, which aligns with our layer-wise obser-

vation. Furthermore, we also found that these salient neurons are shared with595

other properties, such as gender, in a similar manner as observed in Chinese

and Russian datasets.

T3: Language Identification (LID)

For the language property, the information is more distributed in the pre-

trained transformers (see Table 6-7), and localised in the upper layers for CNNs600

(see Table 5). We hypothesize that this difference in behavior is due to the

contrasting training objectives of the models, with CNNs trained with task-

related supervision and Transformers trained with self-supervision. Both CNN

pretrained models, ADI and SRE, are trained with objectives that involve lan-

guage identification or discrimination as an innate criterion/feature for model605

prediction. As a result, the neurons in the upper layers of CNNs capture more

language-representative information compared to their predecessors.

T4: Regional Dialect Identification (DID)

Based on the minimal set analysis, we observed that only 25% of the neurons

in the ADI network are necessary to encode the regional dialects. Further610

analysis, as presented in Table 5-7, reveals that the regional dialectal information
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Network: STlarge

Layers
Tasks (Neut %)

LID (50) DID (15) GC (10) CC (10)

L1 423.6 (4.6%) 26.2 (0.3%) 11 (0.1%) 13.2 (0.1%)

L2 171 (1.9%) 7.2 (0.1%) 6.2 (0.1%) 3 (0%)

L3 124 (1.3%) 10.4 (0.1%) 2.4 (0%) 5.2 (0.1%)

L4 153 (1.7%) 11.4 (0.1%) 2.6 (0%) 124.4 (1.3%)

L5 247.6 (2.7%) 50.4 (0.5%) 12 (0.1%) 129.8 (1.4%)

L6 266.8 (2.9%) 33.2 (0.4%) 3.2 (0%) 28.6 (0.3%)

L7 305.6 (3.3%) 53.4 (0.6%) 10.8 (0.1%) 23 (0.2%)

L8 327.6 (3.6%) 64.6 (0.7%) 9.8 (0.1%) 14.2 (0.2%)

L9 615.6 (6.7%) 175.4 (1.9%) 74.6 (0.8%) 58.4 (0.6%)

L10 662.2 (7.2%) 337.2 (3.7%) 227.6 (2.5%) 146 (1.6%)

L11 686 (7.4%) 378.8 (4.1%) 284 (3.1%) 159 (1.7%)

L12 625 (6.8%) 233.8 (2.5%) 276.8 (3%) 216.2 (2.3%)

Table 7: Distribution of top neurons across the STlarge network for each task. Number of

neurons in each layer = 768. Total neurons (‘ALL’) in the network = 9216. The table reports

the number of neurons (#) in each layer which is a member of Neut%. Each cell also reports

the % the selected neurons represents with respect to the ‘ALL’ neurons in the network.

Reported number of neurons averaged over 5 runs.

is predominantly localized in the upper layers of the ADI network.

T5: Channel Classification (CC)

We found that salient neurons are localized in the upper layers of CNNs,

as shown in Table 5. On the other hand, in transformers, the information is615

distributed across the middle and upper layers, as evidenced by Table 6-7.

6.4. Summary

Our neuron analysis reveals several key findings: i) it is possible to extract

a minimal set of neurons that effectively represent the encoded information,

ii) complex tasks, such as voice identity, require a larger number of neurons to620

encode the information compared to simpler tasks, such as gender classification,

iii) network redundancy is observed for simple tasks, such as gender and channel

identification, indicating that task-specific information is stored redundantly, iv)

for complex tasks, such as dialect and speaker voice verification, the information
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is not redundant and is only captured by the task-specific network, and v) for625

most properties, the salient minimal neurons are localized in the upper layers

of the pretrained models.

7. Discussion

7.1. Key Observation from Layer and Neuron-level Analysis:

Number of neurons and the task complexity:. We observed that simple630

properties, such as gender and channel, can be captured with fewer neurons (as

little as 1% of the network) to encode the information. One possible explanation

could be the nature of the tasks, as gender and channel information are salient

and easily distinguishable in the acoustic signal, requiring only a few neurons

for accurate classification. On the other hand, for more complex properties,635

like voice identity verification, a significant number of neurons are necessary to

represent the variability in the signal.

Localized vs Distributive:. We observed that the salient neurons for most

tasks are concentrated in the upper layers of the pretrained models. This obser-

vation is particularly evident in the voice identity verification task of the SRE640

model, where nearly 50-75% of neurons in the last layer encode such informa-

tion. We hypothesize that neurons in each successive layer are more informative

than their predecessors, and as we delve deeper into the network, more contex-

tual information is captured, aiding in discriminating factors like variability in

a speaker’s voice.645

Task-specific Redundancy:. We noticed task-specific redundancy at both

the layer and neuron levels for gender and channel properties. This redundancy

arises due to the distinct acoustic signature of these properties, which allows

for the learning of redundant information across the network, often represented

by a small number of neurons. In addition, we also observed neuron-level re-650

dundancy for the language property in the ADI model. We hypothesize that a
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limited number of neurons are sufficient to capture the variability between lan-

guages when transferred from the pretrained model, which is originally trained

to distinguish dialects within a language family.

Polysemous Neurons:. We observed that salient neurons are sometimes shared655

across different properties. For instance, in the SRE pretrained model, we no-

ticed that approximately 40% of the voice-identity neurons are also shared with

the gender neurons. This sharing of properties among neurons reflects the main

training objective of the pretrained model, which is to recognize speakers, as

both gender and voice variability are essential for verifying speakers’ identity.660

Therefore, when creating speaker verification pairs to evaluate the performance

of a speaker recognition model, we tend to select pairs from the same gender,

to mitigate the influence of gender-based discrimination.

Bias:. Our analysis of fine-grained neurons reveals the presence of property-

based representation bias in the pretrained network, shedding light on the spe-665

cific parts (neurons) that encode information. For instance, through layer and

neuron-level analysis, we demonstrate that the ADI pretrained model exhibits

a higher susceptibility to gender representation bias compared to other pre-

trained models. By identifying neurons that capture gender-related information

in the network, we can potentially manipulate and control the system’s behavior670

to eliminate the bias. However, we leave further exploration of this topic for

future research

Robustness:. Through our diagnostic tests, we observed that the pretrained

networks are robust towards unknown speakers. This increases the reliability

of predictions made by the pretrained models. Furthermore, leveraging this675

information, we can identify potential parts of the network that are susceptible

to capturing identity information, and selectively fine-tune only those parts

of the pretrained model for any future speaker-dependent downstream tasks,

thereby reducing computational costs.
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7.2. Cross-architectural Comparison:680

Network Size and its Encoding Capabilities:. In comparing pretrained

models across different architectures, we observed that classifiers trained from

feature representations of smaller transformers exhibit lower performance to-

wards certain concepts that we studied. On the other hand, larger models tend

to learn richer feature representations. It is worth noting that the presence of685

these features is independent of the performance of these models on their actual

task, as determined by the loss function they are trained on. Assessing whether

these features actually improve performance on the intended task for which the

models were trained falls beyond the scope of this paper.

Storing Knowledge:. Our observations reveal a tetrahedral pattern in the690

storage of knowledge, indicating that deeper neurons in the network tend to be

more informative and store more knowledge compared to their counterparts in

lower layers. Specifically, in large architectures such as CNNs and large trans-

formers, we notice that task-oriented information is predominantly captured

in the upper layers, encoding more abstract information, while vocal features695

are primarily captured in the lower layers. These findings corroborate previous

studies that suggest the lower layers of the network function as feature extrac-

tors, while the upper layers serve as task-oriented classifiers. This observation is

also consistent with the results presented in [38], where the authors propose that

the representation in the lower layers resembles traditional low-level speech de-700

scriptors extracted from classical feature extraction pipelines, such as formants,

mean pitch, and voice quality features. However, in the case of small trans-

former pretrained models, the information is more distributed throughout the

network.

Pretrained Architecture for Transfer Learning:. The most popular ar-705

chitecture choice for the pretrain-fine-tune paradigm is transformers, especially

in the context of pretrained language modeling and speech representation mod-

els. However, within the research community, there is also an abundance of

large CNN models that have been trained for various tasks. In line with the
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findings of [52], our results suggest that there is potential in (re-)using these710

large CNNs as pretrained models for transferring knowledge to another task,

regardless of their original pretraining objectives. Specifically, our findings in-

dicate that reusing these pretrained CNNs can yield comparable or even better

performance compared to transformer models, with the added benefit of reduced

computational resources715

7.3. Potential Applications

There are numerous potential applications for interpreting speech models

beyond analyzing and understanding these models. In this section, we will

discuss some of these potential applications that can benefit from the findings

of this work.720

Network Pruning. Neural Networks are inherently redundant due to massive

over-parameterization, which results in computational inefficiencies in terms of

storage and efficiency. However, numerous techniques have been successful in

reducing the computational cost and memory requirements during inference,

indicating that not all representations encoded by the rich architecture are nec-725

essary. Our neuron and redundancy analysis further reinforces this observation.

Firstly, we showed that network layers are redundant with respect to different

tasks. We also demonstrated that neurons within these layers are redundant

and that a minimalist subset of neurons can be extracted to achieve close to

oracle performance on any downstream task. These observations can be lever-730

aged for network pruning, for example, by pruning redundant top-layers of the

network to reduce its size. This not only makes the model smaller, but also

results in faster inference by reducing the forward pass to the first layer that

gives close to oracle performance. A study by [95] also showed that pruning

layers in the model is an effective way to reduce its size without significant loss735

in performance.

Feature-based Transfer Learning. Feature learning has emerged as a viable al-

ternative to fine-tuning based transfer learning in the field of Natural Language
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Processing (NLP), as shown by [96]. Classifiers with large contextualized vec-

tors suffer from issues such as being cumbersome to train, inefficient during740

inference, and sub-optimal when supervised data is limited, as highlighted by

[97]. To address these problems, selecting a minimal subset of relevant neurons

from the network can be a solution. [84] combined layer- and neuron-analysis

for efficient feature selection in NLP transformers trained on GLUE tasks [98].

We believe that a similar methodology can benefit speech-based CNN and trans-745

former models, and exploring this frontier is an exciting opportunity.

Model Manipulation. Identifying salient neurons in the model with respect to

certain properties can potentially enable controlling the model with respect to

that property. For example, [30] identified switch neurons that learned male

and female gender verbs in Neural Machine Translation and controlled their750

activation values at inference to change the system’s output. In Section 5.2, we

successfully identified and located the sensitive components of the network that

relate to the gender property in ADI. We believe that our neuron analysis has a

promising potential in facilitating the editing and manipulation of information

in speech models, providing a valuable tool for control and customization.755

7.4. Limitations

Complexity of the Probe. From a methodological standpoint, we employed a

straightforward logistic regression classifier, chosen for its simplicity in theoreti-

cal understanding and widespread use in the literature. However, recent studies

[66] have suggested that a deeper classifier may be necessary to capture more760

subtle encoded knowledge. Linear probes play a crucial role in our approach,

as we utilize the learned weights as a proxy to gauge the significance of each

neuron. Further exploration of more complex probes is left as a potential avenue

for future research.

Dependence on Supervision. We trained our probes using pre-defined tasks and765

annotations, which enabled us to conduct layer-wise and fine-grained neuron

38



analyses. One limitation of this approach is that our analysis is restricted to pre-

defined properties for which annotations are available. To uncover additional

information captured within the network, and to determine if machine-learned

features align with human-engineered features, further unsupervised analysis is770

needed. Probing classifiers also have limitations, as the analysis can be biased

by the constraints of the annotated data, such as sparsity, genre, etc. To validate

our findings, it is crucial to conduct analysis under diverse data conditions. We

plan to explore this avenue in future research.

Connecting Interpretation with Prediction. Although probing methods are valu-775

able in analyzing and identifying important information captured within the

network, they do not necessarily reveal how this information is utilized by the

network during prediction [68]. For instance, to mitigate bias in the system’s

output, it is essential to identify neurons that are relevant to the property of

interest and determine which of these neurons play a critical role during pre-780

diction. By combining these two pieces of information, one can effectively exert

control over the system’s behavior with respect to that property. This repre-

sents a challenging research frontier that we encourage researchers in speech

modeling to explore.

8. Conclusion785

In this study, we analyzed intermediate layers and salient neurons, in end-

to-end speech CNN and transformer architectures for speaker (gender and voice

identity), language (and its variants - dialects), and channel information. We ex-

plored the architectures, using proxy classifiers, to determine what information

is captured, where it is learned, how distributed or focused their representation790

are, the minimum number of neurons required, and how the learning behavior

varies with different pretrained models.

Our findings suggest that channel and gender information are omnipresent

with redundant information, unlike voice identity and dialectal information, and

require a small subset (mostly 1-20%) of neurons to represent the information.795
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We observed, for complex tasks (e.g. dialect identification), the information is

only captured in the task-oriented model, localised in the last layers, and can

be encoded using a small salient (e.g., 25% of the network) neuron set. These

salient neurons are sometimes shared with other properties and are indicative

of potential bias in the network. Furthermore, this study also suggests, in the800

era of pretrained models, in addition to popular ‘transformers’, CNNs are also

effective as pretrained models and should be explored further.

To the best of our knowledge, this is the first attempt to analyse layer-wise

and neuron-level analysis, putting the pretrained speech models under the mi-

croscope. In future work, we plan to further extend the study to other available805

architecture, like autoencoders, with low-level information such as phoneme and

grapheme and dig deeper into class-wise properties.
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Appendix A.1145

Appendix A.1. CNN Architecture

The input to the models is 40 coefficient MFCCs features from a spectrogram

computed with a 25ms window and 10ms frame-rate from 16kHz audio. The

architecture of the models includes four temporal convolution neural networks

(1D-CNNs), followed by a global (statistical) pooling layer to aggregate the1150

frame-level representations to utterance-level representations.21 For the CNN

layers, we used filter sizes of 40×5, 1000×7, 1000×1, 1000×1 with 1-2-1-1 strides

and 1000-1000-1000-1500 filters respectively. This utterance-level representation

is then passed to two fully connected layers (hidden units: 1500 and 600). We

used Rectified Linear Units (ReLUs) as activation functions of the network. The1155

network is trained using the stochastic gradient descent (SGD) optimizer with

a learning rate of 0.001.

Appendix A.2. Transformer Architecture

The input to the models is Mel-features, which are then transformed into

high-level representations. For the transformation, the input is first downsam-1160

pled to adapt to long input sequences, and then the consecutive frames are

stacked into one step. This step reduces the number of frames used in the

architecture. These input frames are then projected to a fixed dimension of

768 before passing to a sinusoidal function for encoding position. As a result,

these frames passed through multi-layer transformer encoder with multi-head1165

self-attention for left-and-right bidirectional encoding. Each transformer en-

coder outputs the encoder’s hidden states and has a dimension of 768. The

transformers are trained for 50000 steps with a learning rate of 0.001.

21We followed a similar approach to extract utterance-level representation from the first 3

CNN layers for our study (see Figure 1).
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Appendix A.3. ADI and SRE Model Performance

The overall performance of the trained ADI model using the official MGB-51170

dialect test set [87] are accuracy - 82.0% and F1 - 82.7%.

To evaluate the SR model performance, we performed speaker verification,

using the embedding from the last intermediate layer (second fully-connected

layer, FC2) of the SRE model with Voxceleb1 official test verification pairs,

obtaining EER = 6.81.1175

Appendix A.4. Variance in the Oracle Results

To compensate for the randomness in the presented results, we ran each

of our experiments 5 times and reported the average results. We noticed the

variance in our results is very much insignificant, making the results replicable.

We reported the standard variation in the accuracies presented in Table 1 in1180

Table A.8.

Acc (ALL) # Class Labels ADI SRE STbase STlarge

T1: GC 2 ± 1.41E-03 ± 6.36E-03 ± 5.52E-04 ± 2.76E-04

T3: LID 7 ± 3.07E-02 ± 1.14E-02 ± 4.38E-04 ± 1.14E-02

T4: DID 5 ± 2.50E-02 ± 1.12E-03 ± 6.70E-04 ± 3.00E-04

T5: CC 3 ± 7.02E-04 ± 1.35E-03 ± 7.02E-04 ± 3.30E-04

Table A.8: Reported standard deviation for the average accuracy (over 5 runs) reported in

Table 1 for Oracle (ALL: with all neurons). The results are reported for the proxy Tasks T1:

GC, T3:LID, T4:DID and T5:CC.
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